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

 Person ReID has many challenging issues like:

◼ Viewpoint change

◼ Lighting change

◼ Pose change

Large Intra-class Variation

Small Inter-class Variation

Temporal cues maybe more useful !



Motivation

Leverage temporal information is important

 Temporal cues are equally important with spatial.
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Existing temporal methods

 Existing temporal feature learning methods:

[zheng, ECCV16] [Chung, ICCV17] [McLaughlin, CVPR16] [Carreira, CVPR17]



Motivation

 Occlusion is unavoidable in real scene, which lead to 

low quality frames.

How to relieve the influence of low quality frames?
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Two-stream Network

 2D CNN for spatial feature learning

 M3D and RAL layers are inserted into 2D CNN for temporal feature 

learning



Shortcoming of existing 3D CNN

 Small receptive field

 Large number of parameters

 Can’t fully utilize ImageNet pre-trained model

I3D [Carreira, CVPR17]2D CNN[Zheng, ECCV16] P3D [Qiu, ICCV17]

P3D-A P3D-B P3D-C



Basic idea

 Dilation convolution has same number of parameters, but larger 

receptive field

 Impose parallel dilation convolutions can jointly learn multi-

scale cues.

(1) Standard Convolution (2) Dilated Convolution [Yu, ICLR16]

rate = 2



The Multi-scale 3D Convolution

 Multi-scale receptive field

 Less parameters

 Take advantage of 2D pre-trained model



The Residual Attention Layer

 Decompose attention learning into three branches:

 The attention is residual connection to keep original 

initialization manner:

Pooling Conv Conv



Summary

 Propose a novel M3D layer to learn multi-scale temporal 

cues

 Propose RAL to relieve the influence of low quality frame

 Introduce two-stream architecture for spatial temporal 

feature learning
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Evaluation protocols

 We select three video ReID datasets as our evaluation 

protocols, including:

◼ PRID-2011 : 400 sequences of 200 pedestrians under 2 cameras

◼ iLIDS-VID : 600 sequences of 300 pedestrians under 2 cameras

◼ MARS : 1261 pedestrians and 20,715 sequences under 6 cameras

PRID-2011 iLIDS-VID MARS



Comparison with 3D CNNs

Better performance !

Less parameter !
Higher speed !



Effectiveness of each component

 Consider all components, the two-stream get best 

performance.



Comparison on MARS



Comparison with recent work
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Take home message

 New 3D CNN is proposed with

◼ Less parameters and fast speed

◼ Capture multi-scale temporal cues

◼ Easy to train

 The proposed two-stream M3D architecture shows 

promising performance on widely used ReID benchmarks

 Other video tasks like action recognition will be further 

tested.



Q&A
Thank You!

The source code have been released


